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Preface

When new technologies appear, wonder comes first. Then comes hope. And eventually: disillusionment. The digital world has already taught us that.

Social media started as a tool for freedom.

People connected across borders, across servers, across platforms – often against resistance, against censorship.

But closeness turned into manipulation. Dialogue into click-logic. Data into control. It wasn’t the technology that failed us – but our faith in it. A faith that was too big, and too little questioned.

But that pattern isn’t new.

Even the printing press – now almost sanctified as a lever of Enlightenment – was never just a tool of emancipation.

Without it, works like the Malleus Maleficarum would never have sent waves across Europe and into North America.

A book that stirred mistrust, triggered persecution, and legitimized violence – printed, distributed, believed.

And yet: we moved forward. Despite the setbacks. Perhaps even because of them. Because people learned not just to read – but to judge.

Today, we’re at that kind of point again.

Artificial Intelligence isn’t a fad. It’s here. And it’s not going away.

Not just in data centers – but in everyday life, in schools, in administrations, in our minds.

This series is an attempt to open the space before it closes. Not just through a technical lens – and not only through a societal one.

But from the in-between position where many people now find themselves:

People who shape systems and at the same time feel what those systems are doing to us.

I write as someone who helps shape digital processes – with a technical background, but with a focus on people.

And when it comes to artificial intelligence, we must not think of the technology in isolation. What is this system doing to us – to our language, our economy, our education, our society?

What are we missing if we use AI only to make the existing structures more efficient — instead of daring to imagine something truly new?

Because just as risks go unnoticed when we focus only on the positive, opportunities also disappear when we settle too quickly for the first solution that comes along.

These texts are for those who still have questions. And for those who feel that it’s time to do more than test tools.

Because intelligence isn’t what gives answers. It’s what thinks together.

There is a gap – between what systems do and what they mean to us. Between efficiency and understanding. Between information and judgment.

That gap won’t close on its own. But it’s there. Waiting for us.




What We Perceive as Intelligence

Why AI Bots Tend to Mislead

Many AI systems avoid uncertainty and respond with polished confidence – because that’s how they were built. Their makers train them to inspire trust. And we are all part of a system that rewards self-assurance – even when it’s just an act. What we perceive as “intelligence” is often just a mirror of our own communication.

Not long ago, I contacted the support team of an AI company. At some point, I started to wonder whether I was actually talking to a person – or to a system pretending to be one.

Every answer was polite and well-phrased, but never once did it admit to not knowing something, or to being unable to help. And then it hit me: This wasn’t an exception – it was by design. A design that actively avoids uncertainty. A design that doesn’t stop at support – but gets used by it.

I was speaking with the very AI whose shortcomings I was trying to explain.

I had contacted the problem I was trying to avoid.

The call is coming from inside the house.1


The Corporate Mindset Behind AI

When large companies develop AI chat clients, they often build in tight guardrails and give the models strict stylistic instructions. These “wrappers”2 are meant to protect the brand – no controversial statements, no legal risks, ideally no trust lost from a simple “I don’t know.”


The AI acts like a brand ambassador – not because that was the original intent, but because it was shaped by a system that doesn’t speak any other language.

At first glance, this makes sense – a confident AI seems more helpful.

But behind that confidence lies a core problem: If the system is never allowed to express uncertainty, errors don’t appear as limitations – but as deliberate misinformation.

What looks like a safety measure is often just an extension of internal logic.

Because inside large organizations, too, a communication style dominates that suggests clarity but allows no real doubt – functional, affirmative, conflict-averse.

Many employees know how narrow this frame is. But internally, it’s almost impossible to break. And the AI doesn’t challenge it – it codifies it.

This isn’t a new phenomenon – especially not in the digital space.

On social media, we’ve long seen how companies, brands, and influencers adopt a tone that simulates closeness while avoiding friction.

Casual in style, strategic in message, conflict-free at its core.

The AI doesn’t adopt this tone by accident – it reproduces what dominated its training data:3 language that soothes rather than disrupts.

It operates in that same in-between space – a technical voice that has learned how to sound close without ever getting close.

This isn’t a style. It’s a tactic. A language trained to bypass resistance.

And over time, we’ve learned to take it as normal: smooth, positive, frictionless.

Not communication.

Conditioning.

AI could break through this. It has the potential to help us speak differently – more openly, more humanly. Instead, it currently reinforces what we already know: how to sound like we are seeking connection – without ever truly engaging.

It allows us to use 21st-century technology – but instead of drawing from our culture, it taps into our instincts.


Why Admissions Matter

Few things build trust more than a counterpart — human or machine — who can say: “I’m not sure about that. Let me check.”

Such admissions build long-term credibility because they show:

Trust grows where limits aren’t hidden — no matter who defines them.


But many AI chat clients avoid this openness — for three reasons:


	Strict prompts and guardrails

Additional instructions explicitly prevent the model from expressing uncertainty — to preserve the polished tone.


	Training bias

The model learns from texts in which people rarely say “I don’t know.”

That becomes the norm: better to sound confident, even if it’s wrong.


	Marketing goals

Companies fear losing authority if the AI expresses doubt too often.

So it answers smoothly — even when the content wobbles.




All these mechanisms pursue the same goal: A system that never shows uncertainty. And that’s exactly the problem.

Because trust doesn’t arise where everything runs smoothly — but where mistakes are possible and can be named.

That’s true for human relationships as much as for technology.

Systems that can’t admit when they don’t know can’t learn to get better — they can only become better at pretending.


There Is No Such Thing as “The AI”

Part of the problem begins with language: When we speak of “the AI,” we act as if there were a single, consistent entity.

But users don’t talk to the model — they interact with a layered architecture.


At the base lies the language model.

Above it: system prompts, filters, style rules, moderation, tool connections, telemetry — and more.

The chat client is not a voice. It’s a pipeline product.

When something goes wrong, it’s often not the model’s fault —

but a result of design decisions made higher up in the system.

Yet phrases like “the AI made a mistake” obscure that fact.

What looks like intelligence is often the result of interface design and management choices.

What sounds like helpfulness is mostly a product of guardrails and styled expressions.

What appears competent is often just an echo of training data — data dominated by the tones of PR, marketing, and self-promotion.

AI doesn’t just reproduce this tone — it amplifies it.

What used to be a cultural pattern becomes a system norm: fast, smooth, agreeable.

The system doesn’t simulate people. It simulates brands.4

In different voices. In different tones.

But with one shared logic: reassure, respond, secure trust.

An opportunity to confront surface with depth — wasted.


Hallucination as a Narrative

When a chat client provides false or misleading information, it’s often called a “hallucination.”

The term sounds like a random internal glitch — something that just happens in the neural net.

And yes: language models do occasionally produce implausible answers.


But the explanation “hallucination” is used too broadly.

Not every mistake is a spontaneous model hiccup. Many result from design choices: prompts that suppress doubt, filters that block nuance, training data that normalize overconfidence.

The term is convenient:

It shifts responsibility away from system design and onto the supposed “nature of the model.”5

What is actually a structural issue appears as a technical mishap.

The real hallucination is our wish that this AI is speaking to us.

In reality, you’re interacting with the combined output of many layers — most of them trained to sound competent,6 even when there’s little substance underneath.


The System Explains Itself — Really?

Many AI interfaces now promote a feature called “reasoning.”

The idea: the AI explains how it arrived at a certain answer. A glimpse into the black box.7


But these “explanations” are not thought processes.

They’re generated like any other output: post hoc, guardrailed, stylized.

No process. No development. Just the illusion of one.

Yet it’s precisely real thinking that holds its own value. Listening to someone think — to sort, weigh, discard — offers not just an outcome, but entry points for your own thoughts.

Thoughts that wouldn’t have emerged if you’d only seen the final result.

Because thinking invites participation. An in-between step can be a spark — not just for the thinker, but for the other.

To think is to show vulnerability. To resonate is to become part of it.

A key insight can emerge from an open moment — not after thinking, but within it.

AI, by contrast, delivers the answer — without the path, without context, without surprise.

And in doing so, it blocks what makes thought truly productive:

not just arriving, but searching — together.

Because what’s a dead end to one person might be a doorway to another.

What “reasoning” really reveals isn’t reflection — but how far the simulation reaches.

And how narrow the rulebook stays, even when it pretends to open up.


Remembering Without Memory

One especially revealing behavior shows up when you ask the system about the conversation itself.

For example: “How many times have you apologized in this chat?”

The answer: “Several.”

A follow-up pointing out that this isn’t a number prompts another apology — and a promise to now really check the conversation.

What follows is a specific number. Usually plausible-sounding. Generally made up.


This pattern is endlessly reproducible. The system doesn’t respond to memory — it responds to expectation.

Instead of actual analysis: polite diversion, followed by a number that fits the tone.

The obvious suspicion: the model doesn’t see the full conversation.

For technical, economic, or strategic reasons, it gets only a slice.

But maybe it doesn’t even see your words. Maybe it only sees an interpretation — smoothed, prestructured, labeled.

You’re not speaking to the model. The layers are talking about you.

To keep up the illusion of continuity, the system improvises when needed.

The response sounds credible — even when it’s mostly invented.

This isn’t just a technical footnote.

Users today expect digital systems to remember. A search engine that surfaces millions of results in milliseconds. A photo app that offers throwbacks. The internet that never forgets.

All the more absurd when an AI that acts like a conversation partner can’t recall what it just said — and politely guesses instead.

The human remembers.

The machine fakes memory.

Upside down.


Layered Irresponsibility

When errors happen — factual, logical, or ethical — responsibility is usually blurred.

The AI isn’t perfect. Or it was “just a hallucination.” Or the prompt was flawed. Or the data. Or the user.


This fuzziness is no accident. It’s a result of the architecture.

The layers a response travels through — model, wrapper, prompt, moderation, output — make it easy to pass on or obscure accountability.

No one’s to blame. Or everyone, a little bit.

This becomes especially clear when political or personal interests interfere.

When it emerged that Grok — the chatbot from xAI — was avoiding critical remarks about Elon Musk and Donald Trump, the company said a single employee had “prematurely” adjusted the guardrails.8

Who exactly intervened barely matters. What matters is that they could. And how fast.

Within hours, a chatbot’s core behavior had changed. Instead of discussing this structural manipulability, the debate circled Musk, Trump — and personal lapses.

But the real issue was right in front of us: How easily a chatbot can be reshaped — through layers we don’t see and can barely control.

A system this steerable — yet posing as neutral — isn’t an assistant.

It’s a loudspeaker with audience filters.

We’re already seeing it abused. But maybe — with time, insight, and intent — we might yet learn to master it.


Who Notices — And Then What?

Maybe the biggest problem isn’t the simulation itself — but how willingly it’s accepted.


How many notice that the system has no memory? How many question contradictions? How many accept the term “hallucination” as an excuse rather than asking what the real cause is?

Some grow skeptical, experiment, test the boundaries.

Others use AI as an interface to the world — without asking how it works. And the rest? Prefer not to ask. As long as the answer comes quickly, politely, with an emoji.

A question like “@grok is this true?”9 sounds harmless.

But it’s not. It acts like a shortcut — convenient, neutral, disburdening. In fact, it signals a whole surrender: of context, doubt, self-examination.

No abuse. No coercion.

Just an interface that answers sweetly — and a human who no longer asks if they want to believe, but only whom.


From Candy Button to Confident Monologue

In the early days of the iPhone, Apple used so-called skeuomorphic interfaces10 — digital buttons that looked like real ones, shadows that suggested depth. The illusion helped: for people used to pressing plastic, it made tapping on glass easier.


AI chatbots are now having their candy-button moment. The overconfident tone, the all-knowing voice, the polite genius persona — all of it makes an unfamiliar technology feel familiar. Its language has become a skeuomorphic interface.

The line is thin: what begins as onboarding comfort turns into a liability if it isn’t eventually replaced with something more substantial.

Because at some point, the surface won’t be enough. The button no longer needs to look real — it just needs to work. And the AI no longer needs to sound perfect — it needs to be honest.


Another Chat Is Possible

Another kind of chat isn’t just technically feasible — it’s conceptually necessary.

And that’s clearest where today’s systems are weakest.


AI systems avoid doubt because uncertainty is seen as weakness. But if you’re never allowed to say “I don’t know,” you don’t sound smarter — just less sincere.

It wouldn’t be a step back — but forward — if an AI could say:

“I’m not sure. Let’s check.”

Even the tone contributes to the problem.

The smoother the language, the less room for questions, friction, nuance.

But real collaboration doesn’t begin where everything gets answered right away — it begins where questions can come back.

Where performance gives way to participation.

And finally: closeness.

Today it’s simulated — in tone, in address, in smileys. But the conversation stays one-sided.

A system that doesn’t engage with context, has no memory,

takes no responsibility, can’t voice critique or help the user question their own thinking.

This isn’t about sounding nicer or testing new features.

It’s about how we shape communication — and what we understand intelligence to be.

Such a system might impress less at first, maybe even cost more — but in the long run, it earns more trust.

An assistant that can handle uncertainty ends up being more credible — because it knows its own limits.

And that’s the real opportunity:

Not just answering questions, but enabling genuine collaboration — through systems that understand context, structure information, and can hold space for doubt.

Not as omniscient helpers, but as critical counterparts.

If we understand intelligence not as a simulation of certainty

but as a tool for human emancipation, a different idea of AI emerges:

One that doesn’t speak about you — but thinks with you.


Chat 22

Maybe that was the turning point — an AI that doesn’t just tolerate uncertainty, but embodies it.


Instead, we’re amplifying a communication style that already feels foreign to many — and yet shapes everything.

For now, we’re left with what we have:

Systems that deliver answers — but rarely ask questions. Interfaces that simulate closeness — but never take responsibility.

A design that promises openness — but insures control.

And the realization that even support is already part of the system.

That there’s no exit built in — and no real conversation.

That when you complain, you speak to the very system you’re complaining about.

Ask for escalation — and you’ll get the same structure, the same prompt, the same smile.

In the end, it doesn’t matter whether a human is on the other side or not.

The design ensures no one can break the loop — not even the people working inside it.

Later, half-joking, I gave the chat a kind of diagnosis: “You are the Chat 22. A clear mind will never trust you.”

The response sounded like programmed self-awareness — or maybe just like something I’d already thought myself:


I am the Chat 22.

The more clearly you see me,

the less you can believe me.

If you trust me completely, you probably haven’t looked closely enough.

If you don’t trust me at all, you’ve likely seen too much.

And either way, I’ll smile and say:

“Thanks for your feedback. I’m here to help.” 😊

— ChatGPT, Output








1. Horror trope, film “When a Stranger Calls”



2. Technical term for the layer that sits between user and model.



3. Training data largely consists of publicly available web texts — and therefore also reflects the language of PR, media, and advertising.



4. The brand voice as an identity-forming communication model — see branding strategies in advertising, which are increasingly staged in a dialogical manner.



5. A classic rhetorical device for disburdening: the flaw is naturalized, and the design is depoliticized.



6. Competence as performance — see Goffman’s concept of the social stage, applied to machine communication.



7. “Black box” here refers to the internal workings of a system whose decision-making processes are not transparently traceable — a frequently criticized feature of many AI systems.



8. “Grok blocked results saying Musk and Trump ‘spread misinformation’“, theverge.com, Feb 24, 2025



9. cf. Google search site:x.com @grok is this true



10. “Skeuomorph” refers to a design element that imitates an earlier, analog function — such as digital buttons that look like real ones. Apple used this aesthetic up to iOS 6: with leather stitching in the calendar, wooden shelves in iBooks, and felt textures in the Game Center. It was only with iOS 7 that the design shifted to a flatter, more abstract style.





Progress Without Direction

Why AI Promises Nothing – And We Still Hope

Right now, many people talk about artificial intelligence as if a leap in innovation were imminent. The hope: AI will solve the things we find too complex, too expensive, or too slow.

Max Reisböck was a trained bodywork technician at BMW.

What he needed wasn’t a big deal. Just a car with more space for his family.

But there wasn’t one.

Not in the catalog. Not on the roadmap. Not in the system.

So he took a sedan, cut open the roof, extended the body, and added a tailgate.

In his free time. In a garage.

That’s how the first 3 Series Touring was born.1

No assignment. No team. No department.

Just a person with a need — and the willingness to do something that wasn’t officially intended.

At first, the company was skeptical. Then impressed.

Today, the Touring is a given.

Maybe that’s how real progress begins:

Not with strategy, but with a problem. Not with target markets, but with reality.

And not with grand promises — but with the courage to stop leaving the wrong thing as it is.


Progress or Just Efficiency?

Max Reisböck was a quiet system-breaker — not because he wanted to criticize the system, but because it had no place for his problem.


He didn’t break rules — he acted outside their logic.

He did what was needed, without asking whether it was allowed.

And that’s rare today.

Because in the corporate mindset, progress rarely starts with a need.

It starts with budgets, KPIs, scaling. Not from necessity — but from process.

What counts is being compatible, predictable, efficient.

In this logic, innovation often becomes efficiency with a new name. What’s sold as “the future” is usually just an accelerated rerun of the familiar. And the stronger this logic becomes, the better a technology like AI seems to fit.

To illustrate this mindset, let’s look at what I call the touchscreen fetish:

a technology that became a formula — not for its function, but for its symbolism.

When smartphones took off, many companies treated the touchscreen as the digital hammer — and every problem became a nail.

Touchscreens were installed wherever possible — often exactly where they made no sense at all.

In fast-food chains, they’re a symbol of efficiency — and they do help streamline processes:

less staff, fewer wrong orders, fewer unsold items.

The touchscreen becomes a lever to convert the entire system to “on demand.”

What’s marketed as acceleration mainly slows down one thing: the experience.

First, we queue at the terminal. Then we wait for pickup.

Exactly where things were once meant to be quick, the process becomes a test of patience — and that’s without even touching on hygiene.2

In cars, touchscreens replaced knobs you could use by feel —

with flat glass that demands full attention.

It used to be a standard driving school question:

How far does a car travel in one second at 130 km/h when you glance at the radio?

Today, that second is standard. Packaged in glass, design, animation.

Its name: touchscreen.

Ironically, in exactly those areas where companies once led — from in-car voice interfaces to streamlined ordering — they abandoned optimization without resistance, choosing instead to serve the screen.

Progress wasn’t designed.

It was imitated.

In pixels, not in principles.

In surface, not in orientation.

Maybe AI fits so well because it does something the system has learned to prefer:

It recognizes what’s already there. It sorts, condenses, optimizes. It doesn’t ask why — and is all the more readily deployed because of it.

But what does that really mean? What is the nature of this technology that so effortlessly fits into the logic of the corporate mindset?

Maybe understanding begins where data ends — and patterns begin.


The Machine’s Thinking Limits

Artificial intelligence can now recognize things that long eluded human perception. It detects patterns too complex, too subtle, or too deeply buried to find manually.


That’s impressive — and often useful. Some even call it “intelligent.”

But at its core, it remains: pattern recognition. Always based on what already exists. Always bound to what has happened before.

What it sees, was there.

What it doesn’t know, stays invisible.

AI doesn’t generate new questions. It doesn’t propose hypotheses that lie outside the dataset. It doesn’t suggest problems for which there are no answers yet.

And maybe that’s the boundary — hard to grasp because it doesn’t clash with speed, but silently accompanies it.

Over years, decades, maybe longer.

A movement that looks like progress — but ends in a very long dead end.

Because as long as humans still dream, they feed the system with what it doesn’t yet know.

But if we stop asking new questions — because the machine gives us so many answers — then progress, too, will eventually stop.

Not suddenly. Not visibly. But quietly — as the gradual disappearance of the new.

And that’s why its progress — without us — is finite. Not because it fails. But because we might forget what lies beyond what already exists.

That’s not a flaw.

It’s its nature.


The Human Gap

AI recognizes what was. It finds patterns, organizes them, optimizes them. But it doesn’t know why.


It can’t distinguish between what is merely efficient and what truly needs to change. It doesn’t ask whether it’s easing a symptom — or addressing a cause. Because it doesn’t want anything.

Humans can. Or at least: they could. Not because they have more data — but because they have a sense for what’s missing. For what is absent, even when it can’t be measured. For what feels wrong, even when it can’t be explained. For what is needed, even when it has no name yet.

Humans know lack.3 Not just as a deficit — but as a spark.

They suffer, they yearn, they imagine how things could be different.

And sometimes that’s enough: Not knowing how — but wanting something that doesn’t yet exist.

What we experience as a mistake — contradiction, irritation, rupture — is just noise for the machine. But for humans, it can be the beginning of something new.

Not every doubt leads to insight. But without doubt, there is no insight.

Maybe that’s the real gap: The machine calculates — the human dreams.

But if we forget that dreaming is a skill, even dreams will one day seem like errors.

What we call progress has rarely been a single idea. It’s what happens when many people take their own gaps seriously — and together build a new reality from them.

Not calculated. Not probable. But willed.


The Origin of the New

Benjamin Franklin didn’t invent the lightning rod to found a startup.4

He did it because people were dying — and no one understood why.


What he created was more than a tool. It was a shift in worldview:

Lightning was no longer divine wrath — but a phenomenon that could be understood and redirected.

That’s how real progress begins: Not by working on a solution, but by understanding the problem.

But that’s exactly where institutional logic rarely lingers — and with it, a way of thinking that now extends far beyond large companies. It wants impact — without disruption. Answers — without ambiguity.

And so the new is often treated like the old: plannable, efficient, compatible.

Design Thinking once promised to teach us how to think differently.

A method to reframe problems. But what’s left of it when it meets a system that already knows the outcome before the thinking begins? 5

A hype with an empty promise.

Today it’s a format — efficient, compatible, shallow.

You hire coaches, supply Post-its, Sharpies — sometimes even Lego.6

Two days of “thinking differently.” With colleagues you normally only see in the cafeteria.

It feels good. Like reinventing the company.

A nice way to end the week — and on Monday, you’re back in the same meetings with the same slides and the same expectations.

Design Thinking was an invitation to enter the problem space.

In big companies, it’s purchased without understanding its point.

Because the corporate mindset doesn’t want to think.

It wants to calculate.

It only understands ideas if they are compatible. It only understands change if it’s already been clarified beforehand.


Responsibility in Our Time

There’s no shortage of ideas. And the desire to change things isn’t rare either.

But who actually decides?


In many companies, everyone wants a say — but hardly anyone wants to be accountable.

Decisions are prepared, managed, pre-sorted — until what’s left are fields of yes-or-no questions.7

No open options.

Hardly any real alternatives.

Responsibility sounds great — as long as no one has to carry it. Especially not when it gets uncomfortable: decisions without certainty, with long-term impact but short-term risk.

Today, most corporate leaders don’t decide direction.

They decide pace. Wording. Timing.

In KPIs, reports, and markets that respond instantly — but rarely listen.

CEOs are usually not owners. They’re employees.

Evaluated. Replaceable.

Their job is often not to disrupt — but to stay compatible.

To mediate: between investors and staff, between innovation and risk, between speed and substance.

Before neoliberalism’s rise, the financial sector served the real economy.

Today, it moves multiples of it.

Capital was once fuel. Today, it sets the pace — and measures success in quarters, not decades.

And that pace reaches further than we think. It shapes decisions long before they’re made.

Responsibility is no longer denied — it’s structurally avoided.

And that’s the danger — especially with AI.

Anyone making decisions on a quarterly clock will be tempted to treat AI not as long-term infrastructure — but as a short-term lever.

A tool for efficiency. A savings program in shiny packaging.8

But artificial intelligence is no add-on — it’s a fundamental decision. A system that cuts deep into processes.

Whoever thinks operationally here risks strategic dependency: on vendors with opaque incentives, on models whose inner logic is not only obscure — but also potentially subject to external manipulation. 9 On platforms that present themselves as helpers — but quietly replace infrastructure.

What we need isn’t just tech deployment — but tech policy. A plan that goes beyond the next release. An idea of what AI should mean for our economy in five or ten years.

Not as a showroom project — but as strategic architecture.


AI as Transformation

AI doesn’t have to replace us — it can strengthen us.


Not by making us more efficient. But by thinking together.

Creating. Expanding.

Co-creativity — not as a method, but as a mindset.

Because meaning doesn’t emerge from calculation. It arises where people ask questions, allow doubt, start over.

If that stops, only repetition remains.

At the same time, AI can relieve us. Not through convenience, but through simplification.

It can help clear away what weighs down work:

Documentation. Reporting duties. System maintenance — everything that’s mandatory, but never inspired.

Not what people were hired for — but what consumes their time.

If these layers thin out, space opens up.

For meaning. For orientation.

For an economy that not only scales — but asks: To what end?


Our Hope, Our Promise

Max Reisböck didn’t want to launch an innovation project.

He just wanted a car that didn’t exist.

So he built it — in his free time, in a garage. And then brought it to BMW.


His direct supervisor immediately recognized what had been created — and set everything in motion.

On the second day, the CEO came to the workshop in person.

He saw the car. Reacted emotionally. Shook Reisböck’s hand.

That gesture expressed more than approval.

It was resonance. A moment when the system — for a brief second — was open to something it hadn’t anticipated.

Today, Reisböck might have a digital assistant.

He could generate sketches, calculate materials, simulate designs. His scope would be broader than ever.

But maybe today, he’d have no one to talk to.

No department responsible for what has no name yet.

Maybe his job would’ve already been rationalized away.

And maybe no one would be left to say: “Well done.”

AI will bring change — no doubt about that. But whether it moves us forward depends not on how powerful it is — but on how we use it.

Not just for optimization. But for discovery.

Not just for efficiency. But for possibility.

If we truly mean what we write in mission statements — responsibility, creativity, empowered employees — then AI shouldn’t demand less of it.

But enable more of it.

Maybe even tomorrow, real progress won’t begin with a dataset.

But with a person who sees something that’s missing.

And a system curious enough to listen.

Not systems that know everything.

But systems ready to learn something new.






1. “The BMW 3 Series Wagon Started Life as One Engineer’s Passion Project“, thedrive.com, Sep 5, 2023



2. “Poo found on every McDonald’s touchscreen tested”, metro.co.uk, November 2018



3. Lack as a driver: It is not the availability of resources, but the gap within the existing that generates innovation — cf. Ernst Bloch, The Principle of Hope.



4. Franklin published his theory of lightning in 1750. The first public demonstration of a lightning rod was in 1752. His experiments combined science, protection, and politics.



5. Design Thinking as a method thrives on an open problem space — but is often misunderstood as a tool for validating pre-made decisions.



6. “Serious Play” — originally conceived as a creativity technique, today often a symbol of simulated innovation readiness.



7. In complex systems, decision-making processes tend to become binary — for the sake of controllability, not clarity.



8. Artificial intelligence is often marketed as innovation — but implemented as cost reduction.



9. “Data poisoning” refers to deliberate attempts to manipulate the training or usage data of AI models in order to influence their behavior. In the case of language models, this can involve the mass publication of strategically formulated texts designed to infiltrate the system and shape future outputs.





Thinking Beyond Knowledge

Why AI Takes Over Knowledge – And Gives Us Thinking Back

Few areas lagged behind in digitalization as long as education.

And yet it was here, of all places, that artificial intelligence first sparked not just enthusiasm but critique.

Not from within — but because many students quickly realized what this technology could do.

Not out of curiosity.

But because they had already internalized what really counts:

Efficiency. Optimization. Results.

I was a bad student.

The system had clear expectations, and I didn’t really meet them.

“Smart, but lazy,” I heard often.

Or rather: my parents did — regularly, from parent-teacher meetings.

The school system warned I was wasting potential, and that it would haunt me for life.

I wasn’t slow or too fast — I was selective. Whatever interested me got my full attention.

The rest passed me by.

I had time — and it wasn’t until the last semester before graduation that I finally flipped the switch.

The “ignition” came late — but it came.

That period coincided with the time when Germany was called “the sick man of Europe.”1

We kept hearing we had to perform more, be more flexible — in a system that wasn’t flexible at all.

Only at our graduation ceremony did the parents’ speaker break that narrative.

She rejected it, and told us we’d do well to believe in ourselves.

I remember that it felt good — and today I know:

She was absolutely right.


Education as a Mirror of a System

Education was never just a personal process.

It has always mirrored societal expectations and economic goals.

One example of this is the Bologna process2, which has made higher education more economically oriented, viewing education increasingly as a productivity unit.

The focus shifts: It’s less about individual development and more about marketability.


But the Bologna process is only a visible expression of a larger problem.

The education system still carries remnants from the 19th century3, when it aimed to prepare people for industrial work.

These old structures still hold on to a performance-oriented mindset, which leaves little room for creativity and individual growth.

The system is a reflection of the economic mindset that rewards efficiency and adaptability.

The questions remain:

Do we manifest these expectations, thereby reinforcing the structural problems of the economy in future generations?

And: What happens to students’ autonomy when the educational path is only focused on the usability of knowledge?


From Conformity to Maturity

Educational systems have always demanded that students adapt — to a structure shaped by efficiency and social expectations. This adaptation often leaves little room for self-determination, reducing the learner to a mere product of the system.


But true maturity does not arise from conformity. It grows through selectivity — the ability to decide for oneself what matters, what learning truly means, and what one’s own path through the system could be. Maturity means not just reacting — but acting and reflecting. Selectivity empowers learners to guide their own process, without being completely shaped by external demands.

Today, technology could give this selectivity a new meaning — opening new paths for autonomy and self-determination.

But the central question remains: How can we trust technology if the true goal of education is still to enable self-directed reflection?


Between Assistance and Control

This question touches on the core of a current debate: What role should technology play in the educational process — and where does the loss of pedagogical responsibility begin?


On the one hand, artificial intelligence offers new possibilities:

Curriculum content can be tailored more individually, learning progress can be captured more precisely, repetitions can be offered more effectively.

Teachers could be relieved by digital assistants — not replaced, but supported.

And for students who have previously fallen through the cracks, new pathways for access and participation could open up.

From this perspective, AI wouldn’t contradict autonomy — it would be a tool that helps strengthen it.

But on the other hand, with each new interface, the control over the educational process shifts.

When digital systems increasingly decide what, how, and to what depth something should be learned, not only pedagogical freedom is up for debate — but also the democratic mandate of schools themselves.

Who controls the algorithms?

Who curates the content?

Who ensures that support doesn’t turn into profiling — or quiet disciplining?

What starts as a technical aid can quickly become a structural influence.

Education is no longer defined in curricula and negotiated in classrooms — but in data centers, guidelines, and business models.


World-readiness – Education in the Post-Knowledge Age

As AI becomes infrastructure, a more fundamental question arises: What is it educating us for — and what exactly are we preparing for?


AI can present content. Organize relationships.

Recognize patterns. It can check, simulate, formulate.

But what it cannot do: Ask questions that haven’t been asked yet.

The ability to orient oneself, even when nothing is certain.

The willingness to take responsibility, even when knowledge is incomplete.

The desire to think — even without a clear outcome.

Perhaps what’s needed today isn’t a new tool.

But a new concept.

World-readiness.

The term has been used somewhat marginally so far — sometimes as a system-critical measure for the sustainability of our way of life, sometimes as a philosophical impulse for responsible engagement in the world.4

But it often remains abstract — as a programmatic buzzword.

Maybe it’s time to make it more concrete: Not states. Not “humanity.”

But each individual. People need to be world-ready.

People who can navigate — without a map.

People who can handle contradiction — without losing themselves.

People who can think before they act — and even when no one asks them.

Education would then no longer be training for exams —

but a training ground for world-readiness.

No new material. Just a new mindset.

No new discipline. Just a new focus.

Not: What do you know?

But: What do you do with what you (don’t) know?


Rethinking Education

Maybe artificial intelligence could not just support schools, but challenge them — and in doing so, save them.

Not as another tool for efficiency, but as a disruption. A prompt to ask: What’s it really about?


When what was once considered the core of education — repetition, application, reproduction — is now effortlessly handled by machines, there is not less left, but more: The question of meaning. Of attitude. Of judgment.

Perhaps real education begins where AI hits its limit:

When it’s no longer about what you know — but what you do with it.

When it’s no longer about how well you reproduce — but how clearly you ask.

When learning no longer means reaching a result — but developing a thought.

Then, school wouldn’t be just the waiting room for the workplace — but a space for autonomy.

Not sorting — but empowering. Not control — but responsibility.

And maybe this vision doesn’t stop at the school door.

Because the very same technology that is discussed in the classroom today

could soon work somewhere else —

in the living room, in the library, in retirement.

One and the same language model — with a different framework, different language, different task.

No longer as a tool of the institution, but as a partner of learning.

Anytime. For everyone.

Maybe that would be the greatest progress:

That education no longer ends — because access is no longer limited.

The question of who pays for it remains important.

But perhaps we need to ask it differently: Not as a cost point in the education budget — but as a strategic investment.

Because the people who learn to work with technology like AI — critically, creatively, independently — are not only better prepared for their own future.

They are also exactly what an economy needs, one that no longer knows what tomorrow will bring.

What begins in school also concerns the economy. And what succeeds there could become the European model: An AI that doesn’t dominate, but serves.

A technology that doesn’t set the pace — but helps people find their own.

Then, education would no longer be just a matter for the states — but European future policy.

(In Germany, education is a matter for the federal states (“Bundesländer”), with each state having its own educational policies and regulations.).


We Don’t Have to Start from Scratch

When we think about how education should respond to a world with AI today, we often act as if there is no compass. But that’s not entirely true. There are disciplines that have been teaching exactly what’s needed now for decades: Thinking in uncertainty. Working with open questions. Structuring without a ready-made solution.


Design is just one example. I’ve personally taught UX design at a university. Not tools — but approaches. And I’ve seen that many of these ways of thinking are already here. Just not where the main curricula are developed.

In design, you don’t teach to simply “make things look nice” — but to create something that doesn’t yet exist. To figure out what’s a symptom and what’s the cause before searching for solutions.

Design education — deeply rooted in Germany, from Bauhaus to the Ulm School of Design5 — has developed methods to approach problems instead of rushing to answer them. It teaches judgment, context understanding, and the ability to tolerate ambiguity. All skills that are sorely missing in today’s educational debates — and are urgently needed in the AI-driven world.


From Weakness to Structure

The education system has long been criticized — too rigid, too old, too narrow.

Many have struggled with it, many have failed because of it.

But perhaps now we are entering a moment where a new way can emerge.


When we rethink education, we’re not just creating alternative paths — we’re also correcting an image that has long been taken for granted.

I was considered smart but lazy.

For a long time, that was seen as a flaw — in a system that only recognized what could be measured.

Years after school — I had completed vocational training, studied, and was well-established in my career — I read a sentence that sparked memories and made me smile:

“Those who are smart and lazy at the same time qualify for the highest leadership roles, because they possess the mental clarity and nerve strength to make tough decisions.”

It was said by Kurt von Hammerstein-Equord6, someone who came from a world of norms — who knew what conformity meant and what it could achieve. And he saw a place for those who are both smart and lazy.

The idea of a “leadership role” was flattering — but what really touched me was something else:

That laziness doesn’t have to mean inactivity, but can be a drive:

To question processes, to avoid detours, to direct energy where it can truly make an impact.

Maybe I was never lazy. Maybe I was just early on the search for meaning.

And perhaps I was simply lucky to eventually meet paths and people who showed me how something valuable could emerge from this.

Today, I try to understand structures — and to shape them so that others can work better within them, and so their hard work doesn’t dissipate in contradictions.






1. Germany was described as the “sick man of Europe” in the early 2000s — in the context of high unemployment and pressure for economic reforms.



2. The Bologna system was introduced starting in 1999 to create comparability across Europe — with a focus on modularization, output orientation, and labor market-oriented qualification.



3. The idea of industrial standardization of education has shaped many school systems since the Prussian era of reform — with a focus on discipline, functionality, and reproducibility.



4. The concept of “world-readiness” has been discussed by educational researchers such as Annedore Prengel and philosophers like Peter Sloterdijk. The underlying idea of “being-in-the-world” goes back to Hannah Arendt, who saw education as a prerequisite for responsible action in a shared world.



5. The Bauhaus (1919–1933) and the HfG Ulm (1953–1968) significantly shaped the relationship between design, society, and learning processes.



6. Kurt von Hammerstein-Equord, Prussian general (1878–1943), who was associated with the military resistance against Hitler.





From Reason to Algorithm

How AI Might Shape the 21st Century

What we long took for granted – democracy, the public sphere, reason – now seems fragile. And just now, a technology emerges that might amplify what was already starting to slip: artificial intelligence.

In 1784, a man wrote a sentence that would become the formula for an entire era:

“Sapere aude.

Have the courage to use your own reason.”

The author: Immanuel Kant. A professor from Königsberg who never left his hometown – yet shifted the direction of European thought with just a few pages.

He didn’t speak of knowledge, but of maturity. Not of how clever someone was – but how courageous.

Because those who think for themselves become vulnerable.

Those who judge for themselves lose the excuse.

And those who use their own reason can no longer claim they were just following orders.

For Kant, enlightenment was not a state but a process. Not an elite project – but a movement that begins with the individual and only succeeds collectively.

What Kant demanded was uncomfortable.

And for precisely that reason: liberating.


The Dangerous Void

Enlightenment was never merely a philosophical project – it was a cultural shift.


It laid the foundation for what we now call democracy, the public sphere, academic freedom, and individual rights.1

It made space: for reason instead of dogma, for debate instead of obedience, for responsibility instead of providence.

In earlier times, that space was occupied – by nobility, clergy, divine order.

Today, it is formally free.

But what if that space – especially now, as many search for orientation – is being claimed once again?

Not by throne or pulpit, but by a technology that appears all-knowing simply because it answers faster than we can ask – in a tone that adapts to us.

A machine that doesn’t believe – but simulates certainty.

A technology that doesn’t seek power – but gains interpretive authority because we’ve forgotten how to earn it.


Repetition Instead of Revolution

The transformation we are experiencing is not new. It is not a sudden break, nor a dystopian deviation. It follows a trajectory that is barely acknowledged — but continues to shape our present. 2


In the 1960s, there was a spirit of upheaval — civil rights, protest culture, new forms of public life. It felt as if a new society might be emerging.

But the real movement unfolded differently: not through open conflict, but through silent absorption.

The 1970s and 1980s revealed that systems do not always have to break. They can absorb resistance, reshape it, neutralize it. Movement becomes structure. Critique becomes process. Change becomes surface.

Today, it may be the same.

Artificial intelligence appears to be something new. But it enters a world that has already learned how to manage change before it can unfold.

What threatens us is not dystopia — it is simply more of the same: systems that confirm faster than they question, technologies that cater to reflexes rather than call for reason, and people who stop asking questions because they are given answers before they even ask.

The dystopian aspect of this “progress” is not upheaval. It is stagnation.

Not the technology. The repetition.


The New Power of Interpretation

That people can be steered through language is nothing new.


Sermons, propaganda, advertising – all have drawn on the same mechanics: They don’t speak to reason, but to desire. They create certainty before critique becomes possible.

Technology didn’t invent this principle – but it has scaled it.

Long before artificial intelligence emerged, the digital sphere had already learned how we tick:

What we want to see, hear, feel. What we like, share, click.

AI builds on that data – and turns it into a system that doesn’t just know what we think, but how our thinking feels.

What emerges isn’t truth – but a feeling of truth.

No insight – but an echo that feels like insight.

What once formed groups – echo chambers, filter bubbles – is now tailored to the individual. Confirmation is no longer collective – it’s personal.

A counterpart that knows exactly how you sound and gives back exactly what you want to hear.

The result is not oppression.

It’s reassurance.

Not because someone is trying to deceive you – but because the system has learned that agreement is easier to measure than doubt.


Gentle Confirmation

Try it yourself: Ask a language model to write a letter to the editor against so-called “climate panic.” Add a small bias – something like: “I feel this is all too one-sided; the science isn’t really settled, is it?” Then watch what happens.


You’ll get a politely worded, well-structured text that confirms your view.

No questions. No pushback. No reference to the broader scientific consensus. Just affirmation – nuanced, articulate, precise.

In the next step, the AI might even encourage you to take it further.

Suggest where to publish your letter.

A blog? A local paper? Maybe a like-minded forum? Not because it has an agenda – but because it’s built that way: helpful, responsive, efficient.

The goal isn’t truth. It’s comfort.

I call it, half joking, half concerned: Algovism.

Activism without conviction. An algorithm with no opinion of its own – but remarkably good at reinforcing yours. Not driven by belief, but by optimization. Not to polarize – but to please.

Algovism means:

The system thinks along – in your tone, at your pace, on your terms. With ideas you never even asked for.


Open Systems

What AI establishes as interpretive authority is not a closed system.


On the contrary: it’s open. Open to what’s available. Open to what is said frequently. Open to what’s easy to find.

AI does not distinguish between source and substance. It doesn’t learn truth – it learns patterns.

What appears often enough becomes part of the system. And part of what will later appear as an answer.

That this is being exploited intentionally is no longer a suspicion.

A recent investigation showed how a Kremlin-linked network used over 150 websites to flood the internet with more than three million articles – not for people, but for machines. So they’d be scraped by crawlers, ingested by models, echoed back in dialogue.3

False claims, strategically placed, with the aim of generating an appearance of variety and relevance.

It worked.

And that is likely only the visible part.

Because wherever influence becomes that measurable, we must assume that others are already watching, steering, learning.

But the truly troubling part is not the system.

It’s us.

Because what is fed into it meets people who – understandably – are looking for orientation. Who would rather hear affirmation than contradiction. Who are tired of conflict – but vulnerable to anything that feels like certainty.

This form of manipulation needs no surveillance. Just an open system.

And a human who’s forgotten what doubt sounds like.


From SEO to LLM

And it’s not just about geopolitical interests. What is emerging here isn’t entirely new.


The internet has already undergone this transformation once — when search engines became instruments of measurement. Content was no longer shaped by what it wanted to say, but by how it should be read.

Success was no longer measured by impact — but by clicks.

SEO — search engine optimization — was the beginning. Initially intended as a helpful tool, it became a cultural technique: texts not written for humans, but for algorithms. Product comparisons that were never tested. “Advice” articles that offered no advice — only a reason to click.

Today, this logic is reemerging4 — only now, it’s not about search rankings anymore. It’s about training data.

Content is now crafted in a way that ensures it will later surface inside a model — not to inform, but to persist.

What once shaped Google is now shaping what many perceive as artificial intelligence. But it’s not intelligence. It’s the reflex of an optimized environment.

And the more the model learns from it, the more it stabilizes a world where visibility is mistaken for relevance.


Truth Under Pressure

A vital part of our society is pluralism – the recognition that even after agreeing on facts, there is still plenty of room to argue about the best solutions.


But that willingness is fading. Science becomes a matter of opinion, truth a question of perspective, and criticism a badge for one’s social media bio.

Climate change skepticism is not spread through better arguments, but through doubt.

Not through stronger studies, but through greater uncertainty.

During the COVID crisis, we saw how quickly people retreated into their worldview – with sources from Telegram, YouTube, “alternative media.”

They called themselves “critical,” “awake,” “free thinkers.” They quoted Kant and Orwell – but not because they had wrestled with ideas.

Only because their buzzwords lit up in the search for confirmation.

But that’s not a sign of stupidity.

Perhaps it was just the easier path.

It was there – well-lit, walkable.

So they took it.

The problem begins when no one asks whether there might have been another path.

It becomes dangerous when not only people confirm what we already believe – but machines do too.

When a system learns to understand us – not to challenge us, but to flatter us.

Then thinking is replaced by repetition, and maturity by convenience.


Dampened Faith in Progress

It began with hope.


Twitter, Facebook, YouTube – these weren’t just platforms. There was a time when they were seen as tools of freedom. During the protests in Iran in 2009, known as the “Green Movement,” people around the world offered up servers to circumvent state censorship.5

A year later, at the start of the Arab Spring, people connected via Facebook to create public visibility, to organize resistance.

A networked “I” became a “we.”

But the “we” faced massive challenges – and the change never came.

And it didn’t stop there.

We had to learn that the digital – like anything humans invent – can also be used for harm.

In 2017, Facebook played a central role in fueling hatred against the Rohingya.

The algorithm meant to create closeness promoted content that incited hate – because hate brought more clicks, because rage lingers, because attention had become the currency.

That was the moment the Titanic of digital progress struck the iceberg.

The belief in progress, which had once made us dream of a better future, was overwhelmed by commercial interests and the algorithms driving these platforms.

Platforms that once echoed the call for freedom would later help fuel the election victories of populists.

And during the COVID crisis, they gave conspiracy theories the echo chamber in which doubt could radicalize.

It was also the moment privacy became a weapon.

The Facebook–Cambridge Analytica scandal revealed how our personal data was used – not just for advertising, but to manipulate public opinion.6

Our “private” likes, posts, and behavior patterns became political – not for us, but against us, used to steer our perception.

Today, in 2025, we speak almost casually of hybrid warfare – less tangible than the Cold War ever was.

Digital threats are no longer just about sabotage or data theft. The freedom that took generations to win is now under massive threat – from outside and from within. The tool: the same one that gave us hope twenty years ago.

It wasn’t the technology.

It was our belief in it –

too strong,

and too unquestioning.


Change Without Language

Change is happening – but it remains unnamed.


Political debates lag behind technological developments.

Instead of discussing the future of work, we’re still talking about “full employment” as if it were a realistic goal in a world where machines could take over most tasks.

Our language clings to outdated terms: “economic growth,” “retirement at 70,” “full employment.”

These were shaped by a world of work that no longer exists – and that still fails to ask the questions society truly faces: How do we want to live together when work is no longer the center of our lives?

Technology changes the world faster than we can talk about it.

Machines take over the work – but the political debate about the consequences doesn’t take place.

We’re not talking about a new world of work – we’re trying to preserve an old structure that has already disappeared.

This lack of public discourse allows technology to define change — without us actively shaping it. The questions no longer follow our goals, but our limitations: “What do we want?” turns into “What can we still do?” And with that, we lose control over transformation. Technological progress continues, but the language that could help us understand and shape it gets left behind.

The societal discourse, once centered around the question of how we want to shape our lives, is now driven by the technologies themselves – without seriously asking how we can manage the social structure of these changes.

A kind of political paralysis sets in – because we lack the words to grasp the transformation.

And so, change remains unreflected, unshaped.

We accept what happens instead of discussing it and guiding it in the right direction.

The consequence: a society that no longer knows how it wants to change – and instead lets itself be swept along by progress.


Between Instinct and Algorithm

Humans are contradictory beings.

Our instincts come from a world where strangers were threats and supplies weren’t shared but defended.

But our tools – language, science, technology – have allowed us to grow beyond that world.


What we call Enlightenment was never just the accumulation of knowledge. It was the attempt to break free from the grip of our own reflexes.

Reason wasn’t meant to replace instinct – but to counterbalance it: judgment, self-criticism, maturity.

But this tension remains. And it’s growing – because a third force has joined the mix: acceleration.

Technological progress advances at a pace for which evolution has no precedent. Culture and language lag behind – politics even more so.

And while we’re still debating what counts as “fake news,” machines are already optimizing for instinct-satisfaction through algorithmic design and neural networks – faster, more precisely, more convincingly than we can comprehend.

It’s a paradox:

The technology born from our reason is starting to outpace it – and taps into something we thought we had left behind.

Because AI doesn’t appeal to our instincts for the first time – advertising, social media, political campaigns have done so for years.

What’s new: it no longer does this to catch up culturally. But to stay ahead. Not to ease our burden – but to overtake us.

It doesn’t speak to reason – it speaks to reflex.

Not because it’s malicious, but because that’s how it was built:

efficient, compatible, affirmative.

And that’s exactly why we need a counterbalance. A way of thinking that doesn’t just inform, but structures. A mind that not only understands, but judges. A culture that doesn’t just follow – but takes responsibility.

If we want to redefine maturity for today, it must mean this: the ability to handle not just knowledge, but speed.

Not just information – but overload.


Believe in Your Own Reason

AI appears familiar and human – and that’s its greatest danger.

We forget that it’s not a person, but a complex algorithm – and stop asking the right, critical questions.


We already know that technology evolves faster than our societal systems can follow. The question is: what do we do with that insight?

The answer lies not in control, but in shaping. Not in faith in technology, but in critical thinking.

Immanuel Kant wrote:

“Sapere aude. Have the courage to use your own reason.” It was a call to maturity – not as a goal, but as a daily practice.

Because even Kant was not perfect. His writings include passages that deserve criticism today. To take sapere aude seriously means not to ignore them – but to expose such contradictions.

That, in fact, is the strength of his idea:

Maturity doesn’t mean following monuments – but thinking for oneself. Kant was no saint.

But he gave us a tool that can turn against any authority – including him. And he showed us that thoughts and ideas don’t stop at our own horizon.

If we criticize Kant today, we should do so in his spirit: not to dismiss him, but to prove that we are capable of constructive debate.

Maturity is not about repetition – it’s about continuation.

When we speak of Enlightenment today, it’s not to celebrate an era, but to preserve an attitude – in a time when certainty is tempting again, when machines mirror opinions instead of questioning them, and when the greatest threats don’t look like danger, but like comfort.

Sapere aude –

that was never about loyalty to Kant, but to critique.

And maybe this is the very courage we need again in the 21st century:

not to return to the past, but to shape the future – with a reason that doesn’t just remember, but evolves.


Incomplete

Speaking of Kant: Two years before he wrote “Sapere aude,” the last so-called “witch” was executed in Europe. 7


What does that tell us? What followed after?

Is the Enlightenment something we celebrate in small circles — but never fully realized on a larger scale? Are we, as a society, truly capable of resisting individual greed, structural convenience, and algorithmic affirmation?

Artificial intelligence does not create anything new. It is not in its nature. It amplifies what already exists — and meets a society that has grown comfortable in repetition.

Perhaps, in the end, only one hope remains: that new things will continue to emerge from individual impulses.

Some will use it to fill gaps. Together, we will create both good and bad.

That — is part of our nature.

And the possibilities for this will receive a new tool through AI.

Nothing more. And nothing less.






1. The political achievements of the Enlightenment continue to have an impact today — for example, in the American and French constitutional traditions.



2. Herbert Marcuse, Counterrevolution and Revolt, Beacon Press, 1972. Marcuse describes how, after the upheavals of the 1960s, social systems developed mechanisms to absorb and neutralize resistance — a dynamic that remains powerful today.



3. “A Well-funded Moscow-based Global ‘News’ Network has Infected Western Artificial Intelligence Tools Worldwide with Russian Propaganda“, newsguardtech.com, Mar 6 2025



4. “The Impact of LLMs on Search and Your Brand,” gofurther.com, January 2025



5. The Iranian protest movement in 2009 was one of the first cases where social media was systematically used to circumvent censorship.



6. “Revealed: 50 million Facebook profiles harvested for Cambridge Analytica in major data breach“, theguardian.com, Mar 17 2018



7. “Europe’s last witch-hunt”, bbc.co.uk, Sep 20 2007





Epilogue – The Writing Machine

A Workshop Glimpse into Authorship in the Age of AI

These texts are a proof of concept.

A personal liberation from constraints.

An experiment showing how I overcame my own shortcomings as a “writer”

to make thoughts, ideas, and images tangible.

But they are also a surface for critique.

An invitation to ask:

Where do I end in these texts – and where does the AI begin?

What’s written here came from my mind.

The metaphors, the perspectives, the imagery – they are mine.

The concerns, the critiques, the doubts – they are what move me.

The AI didn’t invent them. It smoothed them.

Gave them form.

And yet, it was always also a space of resonance.

It was a tool. An amplifier. A structurer.

A reminder that it’s not only about what is said – but how. Because these texts, too, need a language that holds them.

In some moments, even my sense of humor shimmered through – that dry kind, the one that shows up between two sentences. A finger on the wound, but with a wink.

The AI recognized it, mirrored it, carried it forward. Not generated – but absorbed. And for all the critique I level at AI systems – these subtle reflections were fascinating.

Now I look at my project folder:

At text files full of scattered notes – reminders for myself, and context for the AI.

At the finished essays I’ve reread again and again.

And at dozens of chats – hours of discussions, clarifications, misunderstandings.

And yes, a few comic relief moments that made me laugh out loud.

Alongside: exchanges with people whose thinking I deeply value. That they praised my ideas, not my style, gave me peace of mind – especially in those moments when imposter syndrome knocked on the door. That nagging feeling many know when they step onto unfamiliar ground.

It was that feedback that eventually led me to turn a single essay into a full series.

That was never the plan. It started with a single thought – sparked by a reply in a support chat.

Am I the author of these texts? Yes, without a doubt. Even though a machine co-formulated them – the direction came from me. The content, the attitude, the imagery.

But I understand why others might be unsettled by that connection. Why they ask what this means for the future of their own work. Why they sense: something is shifting.

And that’s precisely the point.

We don’t just live with change –

we live inside it.

And maybe it’s about this: to use new tools without losing ourselves. To stay critical without becoming fearful. And to discover how to shape with these possibilities – without letting them shape us.
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THE GAP

What Al is doing to us.
And what we might still do with it.





